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**ВИЗНАЧЕННЯ КІЛЬКОСТІ КЛАСТЕРІВ З ДОПОМОГОЮ ОПТИМІЗАЦІЇ З ВЕЙВЛЕТ-ПЕРЕТВОРЕННЯМ**

Процедуру кластеризації використовують в багатьох задачах обробки даних вимірів, при обробці зображень (в технічній, медичній діагностиці), при підготовці даних для певних нейронних мереж (НМ) [1]. Наприклад, до таких мереж можна віднести ймовірнісні НМ, які реалізують класифікатор Байеса [1]. Важливою особливістю цих НМ є те, що навчання їх відбувається швидко. Однак кількість нейронів цих НМ визначається кількістю векторів вихідних даних. У випадку великих наборів даних при навчанні така НМ буде мати більш складну структуру та їй потрібно буде більше часу для прийняття діагностичного рішення. Спростити структуру такої НМ дозволяє процедура кластеризації [1, 2]. В роботі з цією метою пропонується метод кластеризації, який заснований на оптимізації з використанням вейвлет-перетворення [2, 3].

Процедура кластеризації використовує гіпотезу компактності, коли дані одного кластеру зближені, а різних кластерів – рознесені в просторі ознак [1]. Завадостійкість і точність процедури обумовлені властивостями показників оптимальності кількості кластерів [4, 5]. Ці властивості визначаються способами оцінки компактності даних кластерів та відстані між ними. Проведений аналіз існуючих підходів до оцінки кількості кластерів дозволив обрати для кластеризації у випадку кластерів складної форми відому гіпотезу ![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAANAICumU8RIAMKnzdzmp83cgMPV37QhmtQQAAAAtAQAACAAAADIKYAE0AAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAADtCGa1AAAKACEAigEAAAAA/////7DzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)- компактності, яка дозволяє проводити границю між кластерами на основі оцінки змінення локальної щільності розташування даних в просторі ознак [4, 5].

Основні етапи методу визначення кількості кластерів (груп) у даних для класифікації з допомогою ймовірнісної НМ наведені в роботі [4]. Цей метод був перевірений на прикладі оцінки якості паяних з’єднань при монтажі інтегральних схем (ІС) на поверхню. Досліджувались значення відгуку паяних з’єднань на дію імпульсного лазерного випромінювання [4]. Для визначення неякісних паяних з’єднань з допомогою ймовірнісної НМ побудована поверхня, яка розділює в просторі ознак інтегральні схеми з якісними і дефектними паяними з’єднаннями. В якості ознак при розпізнаванні в роботі [4] обрані два: відносне відхилення ![](data:image/x-wmf;base64,183GmgAAAAAAACACoAEDCQAAAACSXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3sAhmzAQAAAAtAQAACAAAADIKYAFGAAIAAABFcgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAACwCGbMAAAKACEAigEAAAAA/////7DzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) відгуку на дію лазерного випромінювання еталонної ІС (з якісними паяними з’єднаннями) та досліджуваної ІС - ![](data:image/x-wmf;base64,183GmgAAAAAAAMACAAIBCQAAAADQXgEACQAAA7UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3fglmYgQAAAAtAQAACAAAADIKYAH7AQEAAAApeQgAAAAyCmABfQEBAAAAdHkIAAAAMgpgAe0AAQAAACh5CAAAADIKYAE0AAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAB+CWZiAAAKACEAigEAAAAA/////7DzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) у часовій області ![](data:image/x-wmf;base64,183GmgAAAAAAACANgAUACQAAAACxVgEACQAAA88BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAUgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gDAAAOAUAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALAAkgDBQAAABMCwALGDBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XdDCWZ8BAAAAC0BAQAIAAAAMgp5BNIJAgAAAGR0CAAAADIKeQQwCAIAAAApKQgAAAAyCnkEsgcBAAAAdCkIAAAAMgp5BCIHAQAAACgpCAAAADIKeQSSBgEAAAByKQgAAAAyCnkE4QUBAAAAKCkIAAAAMgrHAXoLAgAAAGR0CAAAADIKxwHYCQIAAAApKQgAAAAyCscBWgkBAAAAdCkIAAAAMgrHAcoIAQAAACgpCAAAADIKxwE6CAEAAAByKQgAAAAyCscBhAYBAAAAKSkIAAAAMgrHAQYGAQAAAHQpCAAAADIKxwF2BQEAAAAoKQgAAAAyCscBvQQBAAAAZikIAAAAMgrHATkEAQAAACgpCAAAADIKIAM6AAIAAABFchwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XdDCWZ8BAAAAC0BAgAEAAAA8AEBAAgAAAAyCs0DSwkBAAAAMnIIAAAAMgobAfMKAQAAADJyHAAAAPsCwP0AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAB/CAoJlPESADCp83c5qfN3IDD1d0MJZnwEAAAALQEBAAQAAADwAQIACAAAADIKAwUQBQEAAADycggAAAAyClECaAMBAAAA8nIcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAABEJCheU8RIAMKnzdzmp83cgMPV3QwlmfAQAAAAtAQIABAAAAPABAQAIAAAAMgrHATUHAQAAAC1yCAAAADIKIAMPAgEAAAA9cgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHxDCWZ8AAAKACEAigEAAAAAAQAAALDzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) та перша власна частота вібрації ІС з паяними з’єднаннями. При класифікації по звичайній методиці [1] кожен вектор у просторі ознак відповідає одному нейрону прихованого шару ймовірнісної НМ. Після групування вихідних даних запропонованим методом визначення кількості кластерів з допомогою кластеризації на базі вейвлет-перетворення кількість таких нейронів ймовірнісної НМ скоротилось майже в 3 рази, час класифікації – скоротився більше, ніж в 2,5 рази.
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