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UNIFIED FRAMEWORK FOR FINANCIAL DATA TABLE STRUCTURE RECOGNITION AND PARSING
The growing digitalization of business in recent decades has naturally led to an increase in the amount of financial data produced, as well as to an increase and complexity of technologies for their collection, processing and generation. On the other hand, due to the emergence of global markets, there is a need to process data on various companies that provide public financial statements. Although the content and general format of such financial reporting documents as Balance Sheets or Income Statements are regulated by international standards (IFRS [1], US GAAP, etc.), actual form of presentation and storage of such data can significantly vary between different organizations and companies. For example, from the point of view of the format for storing financial reporting data, the following groups can be distinguished:
1. Structured data in a format convenient for processing, but without internal context and not specifically intended for this (CSV, Spreadsheet, JSON).

2. Specially designed and structured formats that contain special metadata (XBRL).

3. Structured, weakly structured and unstructured data in the format of graphic files or printable documents (JPEG, PNG, RAW, PDF).

The last group can be further divided into data suitable for recognition by different OCR methods (Fig. 1), and data for which such recognition is difficult in the case of distorted table geometry (Fig. 2).
[image: image1.png]CONSOLIDATED STATEMENTS OF OPERATIONS
(In millions, except number of shares which are reflected in thousands and per share amounts)

Years ended
September 29, September 30,
2018 2017
Net sales $ 265595 § 229234
Cost of sales 163,756 141,048
Gross margin 101,839 88,186
Operating expenses:

Research and development 14236 11,581
Selling, general and administrative 16.705 15,261

Total operating expenses 30,941 26,842





Fig. 1. Weakly structured table example.
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Fig. 2. Distorted weakly structured table example.

Thus, we conclude that if the format for storing or distributing reports is not known in advance, then there is a need to develop a system that can support a wide range of such formats. The approach we propose assumes that any type of standard financial reporting could be presented in the form of a structured table. In the case of groups 1 and 2, most high-level programming languages have developed components that make it relatively easy to retrieve and process such data. 
To extract and process data from files of the 3rd group, we propose to use a combination of 2 different neural network architectures, which, when applied sequentially, allow performing the task of table structure recognition and parsing. The general problems of table recognition were considered in [2], where also were given a classification of the most common table formats and a solution to this problem based on Graph Neural Networks and OCR. Problems of recognizing and processing tables obtained because of photographing or scanning with possible subsequent violations of the geometric structure of the table were described in [3].

Since the approach we propose involves supporting both options mentioned above, we propose to split the process of structure recognition and data extraction into 2 consecutive stages:
1. Restoration and/or forming table borders.

2. Restored table structure recognition and parsing.
For the 1-st stage we suggest using approach based on DQ-DETR architecture [4]. The given approach allows to recognize rows, columns and borders of distorted and/or unstructured tables through separation line regression process. For the 2-nd stage we offer to use an approach based on Graph Neural Networks and OCR, which performs table data recognition and parsing [5]. Architecture of proposed framework is shown in Fig. 3.
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Fig. 3. Unified framework architecture.
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