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**ОСОБЛИВОСТІ КЛАСТЕРИЗАЦІЇ У ВИПАДКУ БАГАТОМОДАЛЬНОСТІ АБО СКЛАДНОЇ ТОПОЛОГІЇ КЛАСТЕРІВ**

 Задача кластеризації полягає у розбитті загальної множини об’єктів на підмножини таким чином, щоб значення метрики відмінності між екземплярами кожної підмножини були малими, а для екземплярів різних множин ці метрики були великими. У випадку опису об’єктів багатовимірними числовими характеристиками такими метриками можуть бути евклідові міри.

 Найпопулярнішими та ергономічними методами кластеризації вважаються метод k-середніх та метод k найближчих сусідів. Але ці методи забезпечують прийнятні результати кластеризації, якщо області локалізації класів у n-вимірному просторі мають форму, наближену до сфероїдальної (рис.1).



Рис.1. Кластери «сфероїдальної» локалізації.

 У випадку більш складної топологічної форми результат застосування цих методів може бути незадовільним (рис.2).



Рис.2. Некоректна кластеризація методом k-середніх.

 Для кластеризації множин з багатомодальними класами та класами з більш складними топологічними формами пропонується застосувати апроксимаційні форми Ерміта. Ідея полягає у «прив’язці» кожного класу до деякої багатовимірної параметричної кривої, яка хоча б частково повторювала б конфігурацію самого класу (рис.3).



Рис.3. Кластери багатомодальної і складної топологічної структури та

їх апроксимація параметричними кривими.

 Зручними для програмної реалізації є апроксимаційні форми Ерміта:

$p\left(t\right)=\left(2t^{3}-3t^{2}+1\right)p\_{0}+\left(t^{3}-2t^{2}+t\right)m\_{0}+\left(-2t^{3}+3t^{2}\right)p\_{1}+\left(t^{3}-t^{2}\right)m\_{1}$ ,

де $t\in \left[0, 1\right]$ – параметр кривої,

$p\_{0}$, $p\_{1}$ – початкова та кінцева точка параметричної кривої,

$m\_{0}, m\_{1}$– початковий та кінцевий напрямний вектор.

Обчислення координат початкових та кінцевих точок, а також початкових та кінцевих векторів проводиться як знаходження розв’язку оптимізаційної задачі.
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