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**Правові аспекти реалізації проектів smart-city**

Одна з найбільших проблем, які постають перед правовою сферою, – це адаптація змісту законодавства до постійних змін у суспільстві. Найважче це робити в динамічних сферах, таких як цифрові інформаційні технології, де є постійно мінливі і все більш інтегровані набори даних, моделей і програм. Динамічний характер технологій робить майже неможливим для законодавців ухвалювати закони з тією ж швидкістю, що й їх розвиток [4]. Особливо складно своєчасно адаптувати законодавство у містах, які реалізують т. зв. концепцію “smart-city”, де завдяки розумним технологіям створюються динамічні громадські простори з постійною зміною технологій та їхнього призначення, а також частими змінами у використанні інфраструктури.

Зростаюче розгортання датчиків для збору даних у містах, у поєднанні з аналітичними структурами, має потенційно далекосяжні наслідки. Тому виникає необхідність впровадження обмежень і рамок, що ґрунтуються на правах людини. Найновіші дослідження науковців показують, що концепція smart-city найбільше потребує регулювання в таких напрямках: законодавство про інформаційно-комунікаційні технології (ІКТ); законодавство про інфраструктуру, будівництво та інжиніринг; інформаційне право; екологічне право; право інтелектуальної власності; законодавство про конфіденційність.

У зловживанні інфраструктурою розумного міста та порушені прав людини є уже приклад американського міста Сан-Дієго. У 2020 р. в ньому, під час протестів, правоохоронні органи відстежували учасників руху Black Lives Matter за допомогою технологій smart-city, використовуючи інтелектуальні вуличні ліхтарі, призначені для збору даних про навколишнє середовище та умови руху (їх поєднали з технологією розпізнавання облич (FRT), порушуючи тим самим права людини на захист персональних даних і зібрання [9].

На перший погляд несподівано, питання розумних технологій виявилося пов’язаним з проблемою расової і деяких інших форм дискримінації. Як відомо, все частіше вхід до громадських будівель регулюється перевіркою через системи розпізнавання облич. Однак, як показують емпіричні дослідження, розгортання таких інструментів веде до того, що в доступі часто помилково відмовляють особам, яких не правильно розпізнають. Зокрема, ефективність моделі FRT може бути значно нижчою для темношкірих жінок й представників етнічних меншин. Причиною є нерівне представництво різних груп населення в навчальних наборах даних [1, 3].

Унаслідок проблем з правами людини проекти smart-city все частіше стикаються з негативною реакцією на локальному та глобальному рівнях. Яскравий приклад – Торонто в Канаді. У 2017 р. фірма Sidewalk Labs виграла тендер на перетворення ділянки площею 2 тис. акрів, розташованої між озером Онтаріо та центром міста. Передбачалося створити новий район, в якому було б застосовано все технологічно можливе: від автономних автомобілів до підігріву тротуарів, автономного збору сміття та датчиків транспортного потоку. Однак жителі міста розкритикували автономію процесу планування та низький рівень громадської участі. Компанію звинуватили в неповазі до демократичних стандартів в процесі планування [2]. Тому проект не було реалізовано.

В пошуку шляхів вирішення правових проблем, що виникають у процесі впровадження проектів “smart-city”, з’явилася концепція “суттєвої (змістовної) розумності” (substantial smartness) [5]. Вона передбачає, що в центрі уваги таких проектів мають бути питання громадської участі й активності громадян в розумному середовищі (розумність участі), а також повага до прав людини. Серед інших шляхів вирішення правових проблеми проектів smart-city – розширення змісту поняття “персональні дані”, зокрема, кваліфікація великих наборів даних про неідентифікованих осіб як персональні дані [6]. Адже, наприклад, в процесі збору інформації про рух транспортних засобів, збираються дані про швидкість, напрямок, місцезнаходження, умови руху та інші їхні атрибути. Незважаючи на те, що безпосередня ідентифікація особи водія не відбувається, ця комбінація атрибутів робить водіїв ідентифікованими. Ще одне рішення – шифрування даних та регулярна зміна ідентифікаторів.

Правові проблеми впровадження проектів smart-city вже мають певні рішення. Зокрема, в державах Європейського Союзу заборонено деякі особливо суперечливі програми штучного інтелекту, такі як системи соціальних балів, системи розпізнавання облич для правоохоронних органів (за деякими винятками), підсвідомі системи впливу. Ймовірно, до цього переліку потрібно також додати системи розпізнавання емоцій. Законодавство України також має реагувати на впровадження у містах держави технологій smart-city, адже вони стають повсюдними, охоплюють не лише найбільші міста, такі як Київ, Львів чи Дніпро але й невеликі поселення [7–8].

Отже технологічні інновації, які впроваджують проектами smart-city, можуть створювати нові методи стеження, посягати на громадянські свободи, сприяти дискримінації за різними ознаками, загрожувати основним правам людини, таким як право на конфіденційність, чи право на політичну активність. Оскільки динамічний характер розумних технологій робить майже неможливим ухвалювати закони з тією ж швидкістю, як вони розвиваються, проекти smart-city від початку мають передбачати широке залучення громадян до їхньої реалізації й функціонування.
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